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ABSTRACT 
 
The overarching goal of this project is to build a spatially distributed infrastructure 
for information science research by forming a team of information science 
researchers and providing them with similar hardware and software tools to 
perform collaborative research.  Four geographically distributed Centers of the 
U.S. Geological Survey (USGS) are developing their own clusters of low-cost 
personal computers into parallel computing environments that provide a cost-
effective way for the USGS to increase participation in the high-performance 
computing community.  Referred to as Beowulf clusters, these hybrid systems 
provide the robust computing power required for conducting research into various 
areas, such as advanced computer architecture, algorithms to meet the 
processing needs for real-time image and data processing, the creation of 
custom datasets from seamless source data, rapid turn-around of products for 
emergency response, and support for computationally intense spatial and 
temporal modeling.   
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INTRODUCTION 
 
The project described in this paper is a continuation of work that commenced in 
fiscal year (FY) 2000 with the identification of individuals at U.S. Geological 
Survey (USGS) Mapping Centers interested in building an information science 
research infrastructure within the National Mapping Discipline (NMD).  At that 
time, employees at the EROS Data Center (EDC) in Sioux Falls, SD, the 
EDC/Alaska Field Office (AFO) in Anchorage, AK, the Mid-Continent Mapping 
Center (MCMC) in Rolla, MO, and the Rocky Mountain Mapping Center (RMMC) 
in Denver, CO, prepared and submitted a research proposal to begin 
investigations into high-performance computing.  Because the proposal was 
accepted with a reduced level of funding late in the fiscal year, accomplishments 
were limited to the acquisition and installation of basic Beowulf clusters.  An initial 
list was compiled of potential applications for implementation on these systems.  
Red Hat Linux 6.2 was selected as the operating system of choice for the first 
prototype parallel processing systems.  EDC, AFO, and RMMC have chosen to 
study the Message Passing Interface (MPI) means of internode communication, 
whereas MCMC is using the Parallel Virtual Machine (PVM) method.  A follow-on 
proposal for continued funding was approved for FY 2001.  This has enabled the 
Centers to make performance and communication enhancements on the existing 
clusters and to test a variety of applications on these systems. 
 
By focusing on the clustering of low-cost commodity computers into larger (but 
still low-cost) parallel computing systems, this project will provide a cost-effective 
way for the USGS to increase participation in the high-performance computing 
community.  These systems provide a robust platform base for conducting 
research into areas such as advanced computer architecture, algorithms to meet 
the processing needs for real-time image and data processing, the creation of 
custom data sets from seamless source data, rapid turn-around of products for 
the Emergency Response program, and support for computationally intense 
computer models. 
  
BACKGROUND 
 
In recent years, there has been significant interest in the clustering of low-cost 
computers into affordable multiprocessor parallel computing systems.   These 
low-cost parallel computers are typically constructed with personal computers 
either running open-source UNIX-like operating systems, such as the Beowulf 
concept (Sterling et al., 1998), or using the platform’s native operating system, as 
in Project AppleSeed (Decyk et al., 1999).  The most common implementation of 
these systems is the Beowulf concept, which is typically constructed with 
commercial off-the-shelf (COTS) Intel Pentium or Digital Equipment Corporation 
Alpha-based computers running the open-source Linux operating system or 
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similar UNIX systems.6  Although the concept of building these systems is no 
longer cutting-edge research (their construction is well documented – see 
references), the implementation of applications on these systems is still very 
much in the forefront of research.  Dealing with the increasingly large amounts of 
data needed to investigate complex geospatial-temporal problems and deciding 
how to implement these applications in the message-passing environment (Snir 
et al., 1998; Gropp et al., 1999a) common to Beowulf systems are not well 
understood. 
  
Network congestion is usually not an issue in parallel processing, as most 
applications designed to run in this manner are processor bound.  In a cluster 
environment, the only real data being passed are inputs to the various 
processing nodes.  Many parallel-processing algorithms assume that network 
overhead is a time constant that is so small it has no effect on overall run time.  
As a result, most of the work in computer science associated with designing 
algorithms for parallel processing has focused on reducing the run time per 
processing node.  Currently, little attention is being given to data-bound problems 
related to very large file sizes, such as the geospatial data commonly used by 
USGS scientists.  Most current work only offers advantages for large numbers of 
small input/output (I/O) requests, such as those found in distributed database 
systems. 
 
Parallel-processing time, compared with that of a single threaded system, takes 

the common form of c
P
T

eff

+= 1T , where T is the parallel-processing time for a 

given task, T1 is the single threaded time for the task, Peff is some coefficient of 
parallelism, and c is an overhead constant (Salmon et al., 2001).  In the case of 
parallel-processing, c is the constant that reflects the time overhead from 
transmitting data over a network.  Peff is a coefficient that is based on the number 
of nodes in a cluster and the processing power that the nodes have to offer.  The 
effective increase in speed that can be obtained from parallelizing an algorithm 

can then be calculated as 

1

1

1
T
cP

P
T
Tspeedup

eff

eff

+
==  (Salmon et al., 2001).  For 

processor-bound tasks, the amount of time that it takes to transmit data over a 
network is minimal compared with the amount of time that the processor spends 
working with those data.  In such cases, c can be omitted from the speedup 
equation, implying that the speedup is mainly a function of the parallelism 
coefficient. 
 
With data-bound problems, the overhead constant c can take on very large 
values.  For example, 2 GB of information can take anywhere from 3 to 15 

                                            
6 Any use of trade, product, or firm names is for descriptive purposes only and does not imply     
endorsement by the U.S. Government. 
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minutes to be transferred over a 100-mBit Ethernet network.  This is an 
especially large amount of time when compared with the time that it takes a 
processor to perform calculations, such as those used in geospatial coordinate 

system conversions.  Because of this, the denominator (

1

1
T
cPeff+

) of the speedup 

equation takes on very large values and causes the speedup to approach zero.  
The network overhead then becomes the determining factor in the speedup that 
a parallel-processing cluster can achieve for data-bound problems.  This is 
similar to what Dedkov and Eadline (1995) have observed with data-bound 
problems running on multiprocessor machines.  Their studies have shown that in 
a multiprocessor system, fast processors actually process large amounts of data 
less efficiently than slower processors can.  This is because the faster 
processors can overload the system bus with information that can be  
synchronization information or data passed between processors as part of some 
algorithm.  This communication reduces the bus bandwidth that is available to 
move data from permanent storage to the processor nodes and back again.  
Faster processors, then, spend more time waiting on the transfer of data, being 
in what is known as a “data starved” state.  Slower processors have an 
advantage because they don’t pass as much information over the system bus in 
a given time period as fast processors do.  As a result, more bandwidth is 
available for data to be passed through the system bus. 
 
The implications of having near-supercomputer performance in a package with a 
price comparable to that of a UNIX-based workstation may be significant to those 
attempting to use compute-intensive modeling, visualization techniques, and 
data-rich analysis in their research.  These systems will provide cost-effective 
alternatives to purchasing expensive computing-servers or buying time at 
supercomputer centers. 
 
Over the course of FY 2001, this project will allow staff or partners to achieve the 
following: 
 
Develop an understanding of computer clusters and the types of geospatial 

problems that are best solved on these systems.   This includes 
investigating system hardware, network topologies, system-level software, 
and applications software.  Much of the effort will focus on the programming 
methods necessary to apply such a system and will also study configuration 
of the system in relation to the application at hand. 

 
Install a prototype computer cluster at each participating site and develop several 

examples of applications.  These applications will consist of the real-time 
data processing required for emergency response and scientific 
visualization; they will run computer programs that model urban growth, 
land surface trends and processes, and carbon sequestration. 

Establish a baseline cluster specification by the end of the project.  Identical 
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systems and a common set of applications and modeling software build toward 
the concept of an NMD computing “grid” – a networked set of clusters available 
to deal with our most complex and demanding geospatial-temporal problems. 
 
Create an infrastructure and environment for future research in the information 

sciences.  By fostering a cadre of intellectual talent throughout the 
discipline, it will be possible within the USGS to investigate higher level 
topics in information science. 

 
HYPOTHESES 
 
A goal of this project is to evaluate objectively the suitability of Beowulf clusters 
for supporting the work of the NMD.  This will be accomplished by testing several 
hypotheses about Beowulf clusters.  In no particular order, the hypotheses that 
will be addressed are as follows: 
 

• Run times of numerically intense modeling processes will be 
significantly faster on Beowulf clusters than on workstation 
environments currently available to scientists. 

 
• While network and computer configurations are held constant, run 

times of numerically intense modeling processes can be improved 
on Beowulf clusters through data-partitioning methods.  

 
• Algorithm-partitioning methods can improve run times of 

numerically intense modeling applications on Beowulf clusters while 
holding network and computer configurations constant.  

 
Finding more efficient methods for running models and processing extremely 
large datasets can aid these programs by offering faster run times and by 
allowing more data to be processed than is currently feasible on single-node 
computer systems.  This is especially true in cases involving the handling of 
gigabyte-sized, multitemporal databases, such as those composed of satellite 
images. 
 
PARTICIPATING SITES 
 
Four centers of the NMD are participating in this project:  the EDC in Sioux Falls, 
SD, which serves as the Nation’s archive for land remote sensing data and 
manages the Landsat 7 satellite system in partnership with NASA; the 
EDC/Alaska Field Office located in Anchorage, AK, which conducts research and 
applications projects with a broad spectrum of other Alaska-based Federal and 
State agencies and international collaborators; and the Mid-Continent Mapping 
Center in Rolla, MO and the Rocky Mountain Mapping Center in Denver, CO, 
both of which engage in the generation of cartographic products, research 
related to cartographic and spatio/temporal data production and application, and 
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integrated science investigations. 
 
EROS DATA CENTER 
 
The Beowulf cluster at the EDC is installed in the Showcase Visualization Lab, a 
hub facility that provides centerwide access to high-end demonstration and 
visualization systems and technical support (fig. 1).  Before the cluster was 
installed, the facilities were enhanced with three additional 120-v, 30-amp 
electrical circuits and additional cooling capacity.  The cluster uses three APS 
1400 series uninterruptible power supplies.  In addition, shelving was assembled 
from surplus modular office furniture to hold the main part of the cluster.  After 
initial consideration, it was determined that a noise-reducing enclosure was not 
needed. 
 
In addition to the Beowulf cluster, the Showcase Visualization Lab contains 
Windows NT, Macintosh, Sun, and SGI workstations.  These computers reside 
on a subnet that can be isolated from other networks at EDC to facilitate 
experiments like those proposed in this research.    
 

 
 

Figure 1.  The 12-node Beowulf cluster at EDC. 
 
To support the clustering project at EDC, a cluster implementation team was 
formed.  This team consisted of researchers from the science group, system 
programmers, system administrators, and networking experts.  As a result of the 
implementation team’s work, the Linux operating system was added to the list of 
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EDC “supported systems” and in-house expertise was developed.  The inclusion 
of system administrators and networking personnel was necessary to maintain 
the correct level of system security on the EDC network. 
 
SYSTEM DESCRIPTION 
 
Hardware 
 
EDC’s Beowulf cluster comprises 1 master node and 11 computing nodes, all 
connected on a dedicated network to ensure the best communications for any 
given computing task.  The master node is a dual processor Dell Precision 420 
Workstation running a single Pentium III processor at 733 MHz with 128 MB of 
RAM bus memory and 50 GB of disk capacity.  The computer has two network 
interface cards (NIC); one is connected to the EDC network, and the other is 
connected to the dedicated cluster network.  The system will be upgraded with a 
second 733 MHz processor and memory will be brought up to 1 GB.  The master 
node is equipped with a 19-inch color monitor, a keyboard, and a mouse. 
 
The computing nodes consist of 11 Dell OptiPlex GX110 computers, each 
running a Pentium III processor at 733 MHz with 128 MB of memory and 50 GB 
of disk capacity.  Each computing node is currently equipped with a single NIC 
and is connected to the cluster network.  The computing nodes, which are not 
accessible to the EDC network, will each be upgraded to 256 MB of memory 
after a series of benchmarking tests are completed. 
 
The cluster network currently consists of a single 3Comm OfficeConnect  
10/100-mBit 16-port switch.  In addition, a KVM switch is used, allowing the 
computing nodes to share a keyboard, video monitor, and mouse for debugging 
and maintenance purposes. 
 
During summer 2001, the EDC Beowulf cluster will be enhanced with the addition 
of a data node.  The data node is a dual processor Pentium III running at 933 
MHz with 512 MB of memory and 144 GB of fast SCSI disk capacity.  The 
system is equipped with a 19-inch color monitor, keyboard, mouse, and dual 
NICs.  Power protection is provided through an additional APS UPS 700.  
Dedicated data lines will be provided to each cluster computing node and the 
master node, with the addition of a second NIC in each machine (the third for the 
master node) and a separate 3Comm OfficeConnect 10/100-mBit 16-port switch.  
The data node will be connected to the EDC network and will have other data 
ingest/backup capabilities. 
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